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This paper presents an Upgraded Binary Bat Algorithm (UBBA) approach for 
optimal allocation of Phasor Measuring Units (PMUs) in power system 
network with complete observability. In power system grid network, 
allocations of Phasor Measuring Units (PMUs) at buses differ in cost on the 
grounds that the number of branches associated with every bus of the 
network varies. The weight of all the branches considered in the optimization 
process to assess the cost for allocation of PMUs. The Bus Redundancy Index 
(BRI) at each bus is taken in to consideration to estimate the performance of 
complete observability of the network. UBBA developed in such ways that 
complete observability of system is obtained with a minimum cost. The 
proposed UBBA is programmed in MATLAB and simulated on IEEE 14-, 24-, 
30-, and 57 - bus systems to obtain optimal allocation of PMUs. In order to 
describe the advantage of proposed method, its simulation results are 
analyzed and compared with different strategies available in the literature. 
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1. Introduction

*The present state estimation process of wide
area monitoring systems (WAMS) with the data 
obtained from Supervisory Control and Data 
Acquisition (SCADA) is lagging measurement and 
estimation accuracy. With the introduction of 
synchrophasor measurements into the power 
system, the subject of WAMS and state estimation is 
receiving focus from researchers in this area. PMUs 
are devices which measure phasors associated with 
voltage and current of a bus and synchronize the 
measurements with the time signal received from 
the Global position system (GPS) (Phadke and Thorp, 
2008; Phadke et al., 1986). In power system 
network, allocation of PMU at every bus of the 
network is infeasible which leads to high cost. PMUs 
should be allocated at buses in such way that system 
does not lose observability. For allocation of PMU, a 
bus incident with more branches increases PMU 
installation cost at that bus.  

So to minimize installation cost, PMUs should be 
allocated at a bus with a redundant number of 
branches without losing observability. For PMU 
placement, many authors use integer linear 
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programming (ILP) (Gou, 2008). The convergence of 
this method takes a longtime for large power 
systems. In past 10 years many researchers 
presented algorithms like non-dominated genetic 
algorithm (Milosevic and Begovic, 2003) and 
immunity genetic algorithms (Aminifar et al., 2009) a 
novel genetic algorithm (Muller and Castro, 2016) is 
proposed for PMU placement considering security 
issues and observability. Observability in case of line 
outage or PMU loss is preserved in this procedure. 
These genetic algorithms proposed till now use 
many functions to solve the problem and converge 
slowly leading to inadequate solutions. In problem 
proposed by Korres et al. (2015), observability of 
system is obtained through finding rank of the 
Jacobian matrix numerically. With introduction of 
creative new optimization methods like BPSO 
(Ahmadi et al., 2011), CRO (Xu et al., 2013) ACA 
(Bian and Qiu, 2006), the optimization of PMU 
placement becomes easier with faster convergence 
rate. Yang (2010) proposed a meta-heuristic bat 
algorithm and compared with existing PSO, Firefly, 
and HSA. Mirjalili et al. (2014) proposed Binary Bat 
Algorithm (BBA) considering binary variables (0, 1). 
For optimal placement of PMU problem, the 
initialization of solution vector using this method 
does not solve the problem. 

This algorithm is upgraded with changing the 
initialization of the algorithm in which initialization 
of memory is considered similar to HSA proposed by 
Rao et al. (2011). The proposed algorithm is 
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modeled using HSA and BBA for optimal allocation of 
PMUs in the network.  

This paper presents UBBA approach for optimal 
allocation of PMUs considering cost as criteria for 
minimization. Weight of every branch is considered 
for modeling the cost constraints in the optimization 
problem. The redundancy at every bus is considered 
to achieve complete observability of system 
network. 

The remaining part of paper is organized as 
follows: Section 2 describes problem formulation; 
Section 3 deals with proposed UBBA; Section 4 
presents the application of PMU placement problem 
with proposed method; Section 5 results with 
discussion of the problem with MATLAB simulation 
results and Section 6 concludes the problem. 

2. Problem formulation  

The main objective function is formulated to 
minimize the cost function with minimum number of 
PMUs forming complete observability of system 
(Eqs.1 and 2): 

 
𝑀𝑖𝑛 ∑ 𝐶𝑗

𝑁
𝑗=1 𝑥𝑗                                                                                (1) 

Subject to             𝐴𝑋 ≥ 𝐵                                                             (2) 

 
where 𝐶𝑗 is defined as cost coefficient of PMU 

installed at bus ‘𝑗’ in the network, 𝑋 =
[𝑥1 𝑥2 𝑥3 … . . 𝑥𝑛]𝑇is a binary variable marix in which 
𝑥𝑗 is binary decision variable, 𝐵 is an array of 

observability constraints which can be written as 
[1 1 1. . . . . .1]𝑛×1

𝑇  and 𝐴 is bus incidence matrix which 
is defined as 
 

𝑥𝑗 = {
1    𝑖𝑓 𝑃𝑀𝑈 𝑖𝑠 𝑖𝑛𝑠𝑡𝑎𝑙𝑙𝑒𝑑 𝑎𝑡 𝑏𝑢𝑠 𝑗
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   

𝐴𝑗,𝑘 = {
1      𝑖𝑓 𝑗 = 𝑘 𝑜𝑟 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑡𝑜 𝑒𝑎𝑐ℎ 𝑜𝑡ℎ𝑒𝑟
0                                                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   

 
Minimum cost for installation of PMU at buses is 

selected based on weight of all branches connected 
to a bus. The weight of every branch is equal, but the 
more branches connected to bus the more the 
installation cost. So to decrease cost of installation, 
the optimal numbers of PMUs for selected buses 
with limited branches are considered for installation.  

3. Modeling of UBBA 

Bat algorithm (BA) is a creative optimization 
process developed by Yang (2010). The BA is 
centered on the behavior of bats with changing 
loudness and pulse rates of emission (Mirjalili et al., 
2014). Bats have enormously refined sense of 
hearing. They emit sounds that bounce off particles 
in their path transmitting echoes back to bats. From 
the echoes, the bats can investigate size of objects, 
how a long way away they are, how fast they are 
touring and even their texture, all in a break up 
sounds. Rules used by Yang (2010). 

 
 Bats make use of echolocation to find distance  

 Bats fly indiscriminately with velocity 𝑣𝑗 at 

position 𝑋𝑗  with frequency 𝑓𝑚𝑖𝑛 and loudness 𝐿0 to 

hunt for prey. Bats are capable of changing 
wavelength and pulse emission rate 𝑟 ∈ (0,1) 
depending upon the target. 

 Loudness of bat varies in different ways, but it is 
considered in our problem we  assume that loudness 
vary from high 𝐿0  to low constant value 𝐿𝑚𝑖𝑛  

3.1. Problem initialization and parameters 

The binary optimization problem can be derived 
as (Eqs. 3 and 4) 
 
𝑀𝑖𝑛 𝐹(𝑥)                                                                                          (3) 
Subjected to 𝑥𝑗 ∈ 𝑋𝑗               𝑗 = 1,2,… . 𝑁                    (4) 

 
where 𝐹(𝑥) is objective function. 𝑥 is binary variable 
or position vector and 𝑋 is vector of N number of 
decision or binary variables.  

Parameters considered for BBA are velocity 
vector 𝑣𝑗 frequency vector 𝑓𝑗 , pulse emission rates 𝑟𝑗 

and the loudness𝐿𝑗 , which are updated during 

iterations. 

3.2. Initialization of binary bat memory 

The solution vector assumed as a row 
vector[ 𝑥1 𝑥2 𝑥3 . … . 𝑥𝑛] of n-bus, generated with 1 
random decision variables (0, 1). The row vectors of 
population size which satisfies the subjected 
constraints are arranged in a matrix initializing bat 
memory as follows (Eq. 5): 
 

𝐵𝑀 =  

[
 
 
 
 
 
 
 

 

𝑥1     
1     𝑥2

1        …          𝑥𝑛−1
1        𝑥𝑛

1

𝑥1
2       𝑥2

2        …        𝑥𝑛−1
2          𝑥𝑛

2 
 ⋮           ⋮            ⋮            ⋮                ⋮   
⋮           ⋮             ⋮            ⋮                ⋮  

𝑥1
𝑝−1

    𝑥2
𝑝−1

    …      𝑥𝑛−1
𝑝−1

     𝑥𝑛−1
𝑝−1

 

𝑥1
𝑝
        𝑥2

𝑝
       …         𝑥𝑛−1

𝑝
     𝑥𝑛

𝑝

 ]
 
 
 
 
 
 
 

                           (5) 

3.3. Fitness function with binary update 

The objective function value is considered as 
fitness value that satisfies the constraints. The 
weight vector is used to define cost value depending 
on factor of installation and manufacture criteria. 
 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥) = ∑ 𝐶𝑗

𝑛
𝑗=1 𝑥𝑗                                                              (6) 

 
where 𝐶𝑗 is weight matrix  in the form of a diagonal 

matrix, normally considered as a diagonal unit 
vector or weight can be increased or decreased i.e., 
varies between 0 and 2. In continuous domain of BA, 
the suggested bats can proceed within domain 
utilizing position and velocity vectors. The strategy 
of updating positions can applied for bats by 
addition velocities to positions using (8) however 
updating position is different in binary space (Eqs. 7-
9) 

 
𝑓𝑗 = 𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛)𝛽                                                       (7) 
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𝑥𝑗(𝑡 + 1) = 𝑥𝑗(𝑡) + 𝑣𝑗(𝑡                                                              (8) 

𝑣𝑗(𝑡 + 1) = 𝑣𝑗(𝑡) + (𝑥𝑗(𝑡) − 𝑔𝑏𝑒𝑠𝑡)𝑓𝑗                                       (9) 

 
where 𝛽 is considered as a random number between 
[0, 1] and 𝑔𝑏𝑒𝑠𝑡is best solution obtained, 𝑓𝑗  is 

frequency of the 𝑗𝑡ℎbat updated with iterations. 
To make similarity of velocity values to 

probability values, generally transfer function range 
considered is [0 1].The function should produce high 
probability of position change for large velocity 
change and the small probability of change position 
for small velocity change. The return transfer 
function value should increase with the velocity rise 
and decrease as velocity decrease. With this concept, 
transfer function is able to bring the similarity and 
map the continuous search space to a binary search 
space. The V-shaped transfer function is formulated 
as follows (Eqs. 10 and 11): 
 

𝑇(𝑣𝑗
𝑘(𝑡) = |

2

𝜋
arctan (

𝜋

2
𝑣𝑗

𝑘(𝑡))|                                               (10) 

𝑥𝑗
𝑘(𝑡 + 1) = {

(𝑥𝑗
𝑘(𝑡))

−1
   𝑖𝑓  𝑟𝑎𝑛𝑑 < 𝑇(𝑣𝑗

𝑘(𝑡 + 1))

𝑥𝑗
𝑘(𝑡)               𝑟𝑎𝑛𝑑 ≥ 𝑇(𝑣𝑗

𝑘(𝑡 + 1))
         (11) 

 
where 𝑥𝑗

𝑘(𝑡)is position and 𝑣𝑗
𝑘is velocity of 𝑗𝑡ℎarticle 

at iteration ‘𝑡’ in 𝑘𝑡ℎ dimension 
For local search method once the most effective 

solution is chosen from current global best solution, 
a new solution is generated for every bat from the 
procedure of random walk as follows: 

 
𝑥𝑛𝑒𝑤 = 𝑥𝑜𝑙𝑑 + 𝜀𝐿𝑇   

 
where 𝜖 ∈ [1, 1] is random number, L is average or 
mean of loudness emitted  from  bats considered. 

3.4. Loudness and pulse emission 

UBBA is balancing conception of HSA and local 
search method during which the balancing is 
controlled by loudness (𝐿) and pulse emission 𝑟. The 
𝐿𝑗  and 𝑟𝑗are updated with iterations as shown. 

 
𝐿𝑗(𝑡 + 1) = 𝛼𝐿𝑗(𝑡)  

𝑟𝑗(𝑡 + 1) = 𝑟𝑗(0)[1 − exp(−𝛾𝑡)]  

 
where 𝛼 and  𝛾  are constants,   is identical to the 
cooling factor in Kirkpatrick et al. (1983), for any 0 <
𝛼 < 1 and 𝛾 > 0  we have 𝐴𝑗(𝑡) → 0, 𝑟𝑗(𝑡) →

𝑟𝑗(0) 𝑎𝑠 𝑡 → ∞. 

Both loudness and pulse emissions are updated 
once the new solution is improved and moving 
towards most effective solution. 

4. Optimal allocation of PMU using an UBBA 

The initial requirements for optimization are bus 

incidence matrix A  which describes the connectivity 
of the buses in network considered, B as vector 
observability constraints. 

Solution vector [𝑋] considered as row vector 𝑋 =
[𝑥1 𝑥2 𝑥3 … . . 𝑥𝑛]𝑇for location of PMUs. Binary bat 

memory is organized with P population row vectors 
of n-bus system.  

The parameters considered for optimization are 
shown in Table 1. Observability is checked at the 
stage of initializing memory of bat and at the end of 
the algorithm to obtain complete observability of 
system network. During initialization of the problem 
each row in the matrix is considered as one 
population number, in which each row is decision 
variable matrix to allocate PMU. A random row 
matrix of n-number of buses, p- number of 
population is considered initially which is subjected 
to observability condition. While considering cost 
analysis in the problem the weight (𝐶𝑗) for each PMU 

is considered as 1p.u value and is represented as a 
diagonal matrix. In previous papers published cited 
in literature no author considered the weight of each 
branch. In this work, the addition of branch weight 
which is considered as 0.1p.u for every branch 
connected to bus is added to PMU weight.  

 
Table 1: UBBA parameters 

Population 30 
Loudness 0.02 
Pulse rate 0.1 

Maximum iterations 300 

 
The flowchart of UBBA approach for optimal 

allocation of PMUs in the network is shown in Fig. 1. 

5. Results and analysis 

To allocate PMUs and check complete 
observability, four different test cases such as 14-, 
24-, 30- and 57-bus test systems are considered to 
analyze applicability of proposed UBBA. The optimal 
PMU allocation problem with UBBA is programmed 
in MATLAB and it is run on Intel(R) core(TM), an i3 
processor at 2.20 GHz with 4 GB of RAM. UBBA is 
modeled for allocation of PMUs considering branch 
weight and redundancy of network.  

The single line diagrams of 14-and 24-bus system 
are shown in Figs. 2 and 3. Total branch weight at 
every bus of IEEE 14- bus 24-bus systems that is 
added is shown in Figs. 4 and 5. 

Table 2 shows, minimum number of PMUs and 
installation locations considering cost analysis based 
on weight of the branches. The allocation places are 
at the buses with less branch weight which reduces 
installation cost of the PMUs.  

The convergence characteristics of cost function 
of 14-bus, 24-bus, 30-bus and 57-bus are shown in 
Figs. 6, 7, 8, and 9.  

From Figs. 6, 7, 8, and 9 it is observed that UBBA 
converges faster within a few iterations. Installation 
cost of PMUs at different buses with the different 
number of branches is more, so in order to reduce 
cost of installation, the total branch weight of the bus 
with limited number of branches is selected for 
installing the PMU.  

For 14-bus system, optimal location of PMUs are 
2, 8, 10, and 13 and their branch weights are 
(0.4+0.1+0.2+0.3) + 4 PMUs weight, which is equal to 
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5p.u in total and similarly to 24 bus system the 
branch weight is (0.3+0.2+0.1+0.5+0.5+0.2+0.3+0.2) 
+8 PMUs weight, which is 10.3p.u. in total. 

 
 

 
Fig. 1: Flow chart of optimal allocation of PMUs 

considering UBBA approach 
 

 
Fig. 2: Single line diagram of 14-bus network with PMU 

locations 

 
Fig. 3: Single line diagram of 24-bus network with PMU 

locations 
 

 
Fig. 4: Branch weight of 14 bus system 
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Fig. 5: Branch weight of 24 bus system 

 

 
Fig. 6: Cost function for 14-bus system 

 

Table 2: PMU locations with UBBA approach 
IEEE Test  case Systems No. of PMUs PMU  locations 

14 bus 4 2,8,10,13 
24 bus 8 1,2,7,12,14,15,17,19 
30 bus 10 1,5,8,9,10,12,18,23,25,30 
57 bus 19 1,4,9,10,15,20,23,27,29,30,32,36,38,39,41,46,49,53,56 

 

 
Fig. 7: Cost function for 24 bus system 

 

 
Fig. 8: Cost function for 30 bus system 

 

Consider 14-bus system, for which (Bus 
Redundancy Index) BRI is computed at every bus to 
estimate number of times bus is observed by PMU to 
achieve full observability of bus network. BRI of the 
network can be formulated as  

 

𝐵𝑅𝐼 = 𝐴𝑋  

where 𝑋 = [𝑥1 𝑥2 𝑥3 … . . 𝑥𝑛]𝑇is a binary variable 
matrix in which 𝑥𝑗  is binary decision variable and 𝐴 

is incidence matrix. 
 

Fig. 9: Cost function for 57 bus system 
 

Performance of UBBA approach for optimal 
allocation of PMUs can be computed with BRI for 
different IEEE test case systems as foolows 

Table 3, 4, 5 and 6 shows redundancy index at 
every bus of different IEEE test case systems. The 
network is said to be completely observable if every 
bus of network is observed by PMU at least one time.  

In this paper, UBBA is formulated to consider the 
bus with a limited number of branch weights for 
optimal allocation of PMUs 

 

Table 3: Bus redundancy index 
Bus. No 1 2 3 4 5 6 7 

BRI 1 1 1 1 1 1 1 
Bus. No 8 9 10 11 12 13 14 

BRI 1 1 1 1 1 1 1 
 

Table 4: Bus redundancy index of 24-bus system 
Bus. No 1 2 3 4 5 6 7 8 9 10 11 12 

BRI 2 2 1 1 1 1 1 1 1 1 1 1 
Bus. No 13 14 15 16 17 18 19 20 21 22 23 24 

BRI 1 1 1 4 1 1 1 1 1 1 1 1 
 

Table 5: Bus redundancy index of 30-bus system 
Bus. No 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

BRI 1 2 1 1 1 3 1 1 2 2 1 1 1 1 3 
Bus. No 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 

BRI 1 1 1 1 1 1 1 1 2 1 1 2 1 1 1 
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Table 6: Bus redundancy index of 57-bus system 

Bus No 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 

BRI 2 1 2 1 1 1 1 1 2 2 2 2 3 2 2 1 1 1 1 1 1 2 1 1 1 1 1 2 1 1 

Bus. No 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 

BRI 2 1 1 1 1 1 3 2 1 2 2 2 1 1 1 1 1 2 2 1 1 2 1 1 1 2 2 

 

PMU locations and their installation cost values 
are shown in Table 7 for a 14-bus system. From the 
table, it is observed that for 4 PMU locations the cost 
value differs, when buses are changed. This is 
because different buses are connected with different 
number of branches which adds the weight and 

increases, cost of installation. Table 8 and 9 shows 
comparison of cost function values of proposed 
method for 24 –bus system and 30-bus system with 
different methods. Time consumed by UBBA for 
different test case systems is shown in Table 10. 

 

Table 7: Comparison of cost with PMU locations for 14- bus system 

Methods 
Installation Cost of 

PMU [p.u] 
PMU 

Locations 
BPSO (Ahmadi et al., 2011), ACA (Bian and Qiu, 2006), Exhaustive search (Chakrabarti et al., 2009), 

BGO (Jamuna and Swarup, 2012), GA (Bedekar et al., 2011), CRO (Xu et al., 2013) 
5.5 2,6,7,9 

BGO (Jamuna and Swarup, 2012), ACA (Bian and Qiu, 2006) 5.2 2,7,10,13 
BILP (Abbasy and Ismail,2009), ACA (Bian and Qiu, 2006) 5.3 2,6,7,9 

UBBA 5.3 2,6,7,9 
UBBA 5.2 2,7,10,13 
UBBA 5.1 2,6,8,9 
UBBA 5 2,8,10,13 

 

Table 8: Comparison of cost with PMU locations for 24- bus system 

Methods 
Installation Cost of PMU 

[p.u] 
PMU Locations 

BILP (Abbasy and Ismail, 2009), BPSO (Ahmadi et al., 2011) 10.5 1,2,8,11,16,21,23,24 
BGO (Jamuna and Swarup, 2012), ACA (Bian and Qiu, 2006) 10.4 2,5,8,11,16,21,23,24 

UBBA 10.5 1,2,8,11,16,21,23,24 
UBBA 10.5 2,5,8,9,16,21,23,24 
UBBA 10.4 2,5,8,11,16,21,23,24 
UBBA 10.3 3,4,7,10,11,14,17,18 

 

Table 9: Comparison of cost with PMU locations for 30- bus system 
Methods Installation Cost of PMUs [p.u] PMU Locations 

Integer quadratic programming (Chakrabarti and Kyriakides, 2008) 13.5 2,4,6,9,10,12,15,19,25,27 
Exhaustive search (Chakrabarti et al., 2009) 13.3 1,2,6,9,10,12,15,19,25,27 

CRO (Xu et al., 2013) 13 2,4,6,9,10,12,19,23,25,26 
BGO (Jamuna and Swarup, 2012) 12.9 1,5,6,9,10,12,15,18,25,29 

UBBA 12.8 3,5,10,11,12,18,24,25,27,28 
UBBA 12.7 3,5,6,10,11,12,19,23,25,30 
UBBA 12.4 1,5,9,10,12,19,23,26,28,30 
UBBA 12.3 1,5,8,9,10,12,18,23,25,30 

 

Table 10: Time consumed for test case systems 
IEEE Test cases Time(s) 
14 bus system 1.572 
24 bus system 2.390 
30 bus system 3.075 
57 bus system 11.388 

6. Conclusion 

A new Upgraded Binary Bat algorithm approach 
is presented for optimization of PMU locations by 
decision variable vector matrix in binary form. The 
optimal PMU allocation in the power system with 
complete observability is achieved. Installation cost 
of PMUs at a bus is considered by adding weight of 
branches incident on the buses. Minimum cost for 
installation of PMUs is achieved in optimizing the 
bus location by considering total weight of the bus. 
Bus Redundancy Index (BRI) shows bus redundancy 
at every bus forming complete observable network. 
MATLAB simulation results show the efficacy of 

proposed method with minimum number of PMUs 
forming complete observable. 
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